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Going Completely Wireless 

ÅOpportunities 

ïLow maintenance : no wires 

ïLow power: no large switches 

ïLow cost: all of the above 

 

ïFault tolerant: multiple network paths 

ïHigh performance: multiple network paths 

Which wireless technology? 



60GHz Wireless Technology 
ÅShort range  

ïAttenuated by oxygen 
molecules 

ÅDirectional 

ïNarrow beam 

ÅHigh bandwidth  

ïSeveral to over 10Gbps 

ÅLicense free 

ïHas been available for 
many years 
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Why now? 
ÅCMOS Integration 

- Size < dime 

- Manufacturing cost < $1 
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60 GHz Antenna Model 
ÅOne directional 

ïSignal angle between 
25Á and 45Á 

ïMaximum range < 10 m 

ïNo beam steering 

 

ÅBandwidth  < 15Gbps  

ïTDMA (TDD)  

ïFDMA (FDD)  

ÅPower  at 0.1 ς 0.3W 

 

How to integrate to datacenters? 



Designing Wireless Datacenters 

ÅChallenges 

ïHow should transceivers and racks be oriented? 

ïHow should the network be architected? 

ïInterference of densely populated transceivers? 



Completely Wireless Datacenters 
ÅMotivation 

ÅCayley Wireless Datacenters 
ïTransceiver placement and topology 
ÅServer and rack designs 

ïNetwork architecture 
ÅMAC protocols and routing 

ÅEvaluation 
ïPhysical Validation: Interference measurements 

ïPerformance and power 

ÅFuture 

ÅConclusion 



Transceiver Placement:  
Server and Rack Design 

ÅRack ÅServer 

Intra-rack 
space 

Inter-rack 
space 

2D View 

3D View 

3-way switch 
(ASIC design) 

How do racks communicate with each other? 



Cayley Network Architecture: Topology 
  



Masked Node Problem and MAC 
ÅMost nodes are hidden terminals to others 
ïMultiple (>5) directional antennae  

=> Masked node problem 

ïCollisions can occur 

Å5ǳŀƭ ōǳǎȅ ǘƻƴŜ ƳǳƭǘƛǇƭŜ ŀŎŎŜǎǎ ώIŀǎǎΩлнϐ 
ïOut of band tone to preserve channels 

ïUse of FDD/TDD channels as the tone 
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Cayley Network Architecture: Routing 
ÅGeographical Routing 
ÅInter rack 
ïDiagonal XYZ routing 

ÅTurn within rack 
ïShortest path turning 

 
 
 
 
 
 

ÅWithin dst rack to dst 
server 
ïUp down to dst story 
ïShortest path to dst server 
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Completely Wireless Datacenters 
ÅMotivation 

ÅCayley Wireless Datacenters 
ïTransceiver placement and topology 
ÅServer and rack designs 

ïNetwork architecture 
ÅMAC protocols and routing 

ÅEvaluation 
ïPhysical validation: Interference measurements 

ïPerformance and power 

ÅFuture 

ÅConclusion 



Hardware Setup for Physical Validation 

ÅUse of a conservative platform 

ÅReal-size datacenter floor plan setup 

ÅValidation of all possible interferences 

Intra-rack communications Inter-rack communications 



Physical Validation: Interference Evaluation 
(Signal angle  ̒= 15° ) 
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Physical Validation: Interference Evaluation 
(Signal angle  ̒= 15° ) 
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Edge of signal: 
can be eliminated 
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Evaluation 

ÅPerformance: How well does a Cayley 
datacenter perform and scale? 

ïBandwidth and latency 

ÅFailure tolerance: How well can a Cayley 
datacenter handle failures? 

ïServer, story, and rack failure 

ÅPower: How much power does a Cayley 
datacenter consume compared to wired 
datacenters 



ÅSimulate 10K server datacenter  
ïPacket level: routing, MAC protocol, switching delay, bandwidth 

 
ÅConventional datacenter (CDC) 
ï3 Layers of oversubscribed switches (ToR, AS, CS) 
Å(1, 5, 1), (1, 7, 1) and (2, 5, 1) 
ÅLatency: 3-6us switching delay 
ÅBandwidth: 1Gbps server 

ÅFAT-tree: Equivalent to CDC (1,1,1) 
ÅCayley wireless datacenter 
ï10Gbps bandwidth 
ï1 Transceiver covers 7 to 8 others 
ïSignal spreading angle of 25° 
ï Low latency Y-switch  (<< 1us) 

Evaluation Setup 
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Evaluation Setup 

ÅUniform random 

ïSrc and dst randomly selected in entire datacenter 

ÅMapReduce 

ïSrc sends msg to servers in same row of rack 

ïReceiver sends msg to servers in same column of rack 

ïReceivers send msg to servers inside same pod with 
50% probability 



 

 

 

 

 
 

 

 

Cayley datacenters have the most bandwidth 
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Bandwidth 
Å Burst of 500 x 1KB packets per server sent 



Latency 
ÅUniform random benchmark 

 

 
 

 

ÅMapReduce benchmark 

 

 
 

 

Cayley datacenters typically performs the best 
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Fault Tolerance 
 

 

 

 

 

 

 

 

   Cayley datacenters are extremely fault tolerant 
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Failed components (%) 

Preserved connectivity among live nodes 

Node 

Story  

Rack 

25% 55% 77% 
99% 



Power Consumption to Connect 10K Servers 

ÅConventional datacenter (CDC) *  
 
 
 
 

ïDepending on the oversubscription rate 58KW to 72KW 
 

ÅCayley datacenter 
ïTransceivers consume < 0.3W 

ïMaximum power consumption: 6KW 
 

ÅLess than 1/10 of CDC power consumption 

Switch Type  Typical Power 

Top of rack switch (ToR) 176W 

Aggregation switch (AS) 350W 

Core switch (CS) 611W 

* Cost and spec of Cisco 4000, 5000, 7000 series switches 



Discussion and Future Work 
ÅOnly scratched the surface 

ïHow far can wireless datacenters go with no wires? 

ÅNeed larger experiment/testbed 

ïInterference and performance of densely connected 
datacenter? 

 

ÅScaling to large datacenters (>100K servers)? 

ÅScaling to higher bandwidth (> 10Gbps)? 

 

 



Conclusion 
ÅCompletely wireless datacenters can be feasible 

ÅCayley wireless datacenters exhibit 

ïLow maintenance 

ïHigh performance 

ïFault tolerant 

ïLow power 

ïLow cost 
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